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ABSTRACT: Imaging sensing holds a remarkable place in modern electronics and
optoelectronics for the complementary metal-oxide-semiconductor integration of high-
speed optical communications and photodetection with the merits of high-speed
operation, cost-effectiveness, and noncomplex fabrication. The optimum quality of
image sensing relies on noise, sensitivity, power consumption, voltage operation, and
speed imaging to access and compete with the state-of-the-art image sensing devices in
the industry. Many studies have been conducted to address these issues; however,
performance has not yet been optimized and solutions are still in the works. In this
review, we briefly provide information on recent advances in image sensing using
nanostructured emerging materials through nanofabrication integration including the
technology evolution on traditional and modern technology platforms, general
mechanisms, classification, and actual applications as well as existing limitations.
Finally, new challenges and perspectives for the future trends of image sensing and their
possible solutions are also discussed.

1. INTRODUCTION
The Cambrian explosion, or fast evolution, occurred about 540
million years ago and resulted in the diversification of living
organisms into different species. The emergence of diverse
sense organs, the most significant of which was the eye’s
evolution, was one of the causes of this diversification. With
the advent of modern technological devices, a similar tendency
has emerged. As the world becomes more digital, mobile

cameras act as the retinas and complementary metal-oxide-
semiconductor (CMOS) or contact image sensor (CIS) to
capture the images just like the eyeballs. Researchers were able
to quickly process, copy, and preserve vast volumes of visual
data by adopting image sensing technologies. Because of the

enormous amount of data manipulated on mobile devices,
application processor and memory storage device capacity and
performance have again exploded. Additionally, people began
to place greater value on cameras, which caused mobile devices
to become more varied. Consequently, research in image
sensing has been drastically increasing annually in the past
decade (see Figure 1).
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In this review, we briefly provide
information on recent advances in
image sensing using nanostructured
emerging materials through nanofab-
rication integration including the tech-
nology evolution on traditional and
modern technology platforms

As the world becomes more digital,
mobile cameras act as the retinas and
complementary metal-oxide-semicon-
ductor (CMOS) or contact image sensor
(CIS) to capture the images just like the
eyeballs.
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Through electrical gadgets, the changes that took place
during the Cambrian period have been reflected in our daily
lives. Additionally, the recent COVID-19 epidemic, which
ushered in the “contact-free” era, has spurred diversification
and given the electronic device industry a boost in growth.
Though the pandemic will eventually come to an end, the
tendency will persist. The emergence of the eye was driven by
the requirement for the capacity to handle progressively more
difficult sensory tasks. The complexity of information
processing necessitates more advanced sensory organs, as the
amount of information increases. Figure 2 depicts a schematic

description of the development of eyes from nondirectional
photoreceptors to high-resolution vision as well as the major
components of bioinspired imaging systems.1 When light’s
photon energy is higher than the semiconductor’s bandgap
energy, it forms an e−/h+ pair as it travels through the optical
system and into the photodiode. Depending on the light’s
intensity, accumulating and interpreting this information
enables the creation of a 2D image. Silicon has been found
to be a very useful material, with a bandgap energy of 1.1 eV
that covers the entire spectrum of the human eye, opening up
new avenues for detection and imaging applications.2

Figure 1. Shedding light on the publication number of image sensing from 2010 to 2022. (Source: Web of Science).

Figure 2. Schematic description and the development of eyes from nondirectional photoreceptors to high-resolution vision, as represented
by: (a) single-chambered eyes (left), and compound eyes (right). The major components of bioinspired imaging systems are: (b) single-
chambered eyes, and (c) compound eyes. Reproduced with permission from ref 1. Copyright 2018 Wiley.
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It is necessary to magnify signals from a tiny amount of light
while suppressing nonlight signals (noise) as much as possible
to see clearly in low light. Additionally, seeing in bright light
calls for receiving a lot of light and clearly differentiating it.
These qualities are measured by metrics such as dynamic range
(DR) and signal-to-noise ratio (SNR). There has been a lot of
work done to amplify signals and reduce unwanted noise in the
area of low-light SNR. Researchers are currently working to
improve these qualities and illuminace to the level of 5 lx,
which is a very gloomy environment. The human eye’s
intrascene and interscene DR are normally 120 and 180 dB,
respectively, following the contemporary smartphone’s intra-
scene and interscene DR of 70 and 120 dB, respectively, which
is being improved constantly, whereas pixel size and resolution
are the main determinants of these features.3 It is desirable that
the pixel size be smaller to get a better CIS resolution. The
most important thing is to keep the aforementioned qualities
constant even as the pixel size decreases.

Nanostructured materials (NMs) are important in a variety
of practical applications such as nanoelectronics and nano-
photonics, as well as textile engineering, owing to their unique
characteristics such as optical absorptions, electrical con-
ductivity, and photothermal properties.4 The understanding
that most solid properties are dependent on microstructure,
such as chemical compositions and atomic structure, as well as
the size of a solid in one, two, or three dimensions is the most
fundamental result in solid physics and chemistry. Further-
more, if one or more of these characteristics change, the solid’s
properties also change. When a solid atomic structure deviates
from a few interatomic spacings in one, two, or three
dimensions, the most well-known model of the relationship
between the atomic structure and bulk material is used.5

Imaging electronics, in addition to imaging optics, play an
important role in an imaging system’s presentation. The finest
system performance comes from properly integrating all
components, including the camera, capture board, software,
and wires. The phototubes, Vidicon and Plumbicon, were once
utilized as image sensors in cameras; however, they are no
longer in use. They have left a permanent stamp on sensor size
and format nomenclature; therefore, all machine vision sensors
nowadays are categorized as either charge-coupled devices
(CCDs) or CMOS images. The performance of a CCD is
critical for detection accuracy and terminal sensitivity. With the
advancement in CCD technology, the pixel pitch and pixel size
have decreased. However, due to the limitations of shift

registers, the fill factor of charge-coupled devices has not been
developed considerably, resulting in a reduced CCD incident
light consumption rate. The incorporation and advancement in
metasurfaces with optics in recent years has provided a novel
answer to this challenge. To understand the structural
illustartion, Figure 3 depicts the schematic structure of analog
and digital CCD (see Figure 3a) and CIS (CMOS image
sensing) (see Figure 3b) devices, respectively.6,7

CMOS is a digital device by definition: resetting or
activating pixels, amplifications, and charge conversion to
selection or multiplexing can all be accomplished in each site,
and it consists of a photodiode along with three transistors.
Because of fabrication loopholes in various charges to voltage
conversion circuits, they result in fast CMOS-sensor speeds but
low sensitivity due to important fixed design noise. A photon
detector is a crucial component of optical logical systems such
as electrochemiluminescence (ECL), where it is used to
determine the signal intensity. In ECL investigations, the
detector would cover a wavelength range of around 400−700
nm to precisely receive photon signals.7 The photoelectric
effect, which involves the formation, separation, and transit of
photoinduced charge carriers as well as the extraction of these
charge carriers to the external circuit can be used in
semiconductor-based photodetectors (PDs). The metal-oxide
semiconductor is commonly used as a building block in
photoelectric devices due to its unique electrical and
optoelectronic properties; however, the trade-off between
improving the photoresponse and reducing decay times limits
the practical application of PDs based on metal-oxide
semiconductors. Scholars have suggested numerous schemes
to modulate charge carriers’ behaviors, which can improve the
photoelectric performance of related PDs, including light
absorption modification, the design of innovative PD
heterostructures, and the construction of detailed geometry
and electrode configuration.8

Although perovskite materials-based sensing for near UV to
near IR light can exist as a promising alternative to silicon in
photodiode imaging, but there is a lack of detailed
investigations into that device built on a metal/Si substrates,
preventing direct integration by CMOS and silicon electronics.
Perovskites are typically difficult to process to meet the
requirements of effective photodiode imaging due to their
significant surface roughness and severe pinholes. These
problems result in a high dark current and inconsistent dark
or photocurrent consistency. The use of room-temperature

Figure 3. Structural comparison of: (a) CCD and (b) CMOS image sensor. Reproduced with permission from ref 6. Copyright 2020 MDPI.
(b) schematic layout of a CIS image sensing device. Reproduced with permission from ref 7. Copyright 2008, Elsevier.
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crystallization perovskite systems to control film crystallization
kinetics on a CMOS compatible metal or silicon substrate
results in lower dark current and higher (dark to photo)
current consistency of the perovskite photodiode. The self-
powered device has a higher response of 0.2 A/W at 940 nm,
an immense active range of 100 dB, and a fast-fall time of 2.27
s, all of which are superior to the far-most Si-based imaging
sensors.9 Finally, recent studies succesfully demostrated the
imaging application and photodetection response in a recent
study.has been by incorporating the integrated photodiode
array. In terms of spectral coverage, low resolutions, non-
transparency, nonflexibility, and complementary CMOS
inconsistency, traditional semiconductors, which are silicon
(Si) as well as indium−gallium-arsenide (InGaAs)-based
photodetectors, have hit a wall in modern electronics and
photonics.10,11 However, the working mechanisms of several
types of image sensing devices and their large-scale
applications are briefly discussed in this review.

2. TECHNOLOGICAL EVOLUTION OF IMAGE
SENSING: AN OVERVIEW ON CURRENT STATUS

An image sensor is a type of optoelectronic device that makes
use of the photoconductivity of semiconductor materials to
transform pictorial data into an associated electrical signal,
called an image. It is now a major tool for applications in
biological sciences, digital imaging, mineral extraction, fiber
optics, surveillance systems, military reconnaissance, environ-
mental monitoring, computer vision, aberration correction, and
healthcare.11,12 The important part of photoelectronic devices
called “solid state image sensors” is used in cell phones, video
cameras, vehicle imaging, surveillance, biometric devices,13,14

short-wave surveillance,15 and medical imaging equipment that
uses infrared radiation.16 Photosensitive materials, in general,
govern the linear dynamic range (LDR) response time,
spectrum sensitivity, color correctness, and resolution of
image sensors, influencing the quality of imaging devices.12

2.1. Image Sensing Technologies. The two main
technologies that have been developed for image sensing are
based on CCD (charged-coupled device) and CMOS
(complementary metal oxide semiconductor) image sensors.
In the image sensing process, incoming photons travel to the
interior of a semiconductor in such a way that many of them
interact and produce electron−hole pairs. These pairs are
required to split in to an electric field before recombination,
providing photocurrent proportional to the intensity of
incident light in multiple magnitude orders. Evaluating noise
sources, noise reduction methods, and the resulting signal-to-
noise ratios is a crucial component of solid-state photosensing,
which brings up the fundamental driver behind the advance-
ment of CCD technology since its invention in 1969. The
CCD image sensor technology has been substituted by
CMOS-compatible image sensors since the mid-2000s and is
currently in a continuous process of evolution based on
CCDs.17 The need for image sensor technology is quickly
extending beyond smartphones, which presently have the
highest market share, and includes internet security cameras,
computer vision systems used in industrial automation, and
cameras for automatic vehicle driving. The roadmap of CCD
and CMOS image sensors from past technologies toward
better future resolution with megapixel cameras having 3D
stacked sensors for improved image sensing is shown in Figure
4, showing that the pixel size of the imaging devices is

continuing to decrease with the passing years while the 3D
stacking of materials is proposed for future innovations.18

2.2. CCD Image Sensors. The CCD sensors can be
constructed using several passive photodiode tubes that can
integrate charge throughout the exposure time of the camera.
The pixel-level electronics, consisting of mostly 3 or 4
transistors, is able to translate the charge stored in the
photodiodes into a distinct voltage. As a result, the output of
each pixel just needs to be captured and sampled by CMOS
sensors.19 CCD image sensors steady drive toward lower pixel
sizes and better resolution has contributed to the production of
smart cameras with more megapixels and better image quality.
The availability of considerably increased memory capacity and
high-speed data processing has been made possible by
consistent developments in semiconductor technology, giving
rise to numerous changing forms of audio- and video electronic
devices. The transition of image sensors from CCDs to CMOS
has recently enabled faster capture and HD (high definition)
cameras, significantly expanding the market for digital cameras
(Suzuki, 2010). The development of curved CCD image
sensors, either as standalone devices or as contoured mosaics
to form focal planes for use in telescopic astronomy and
stereopanoramic-based terrestrial cameras, illustrates the
significant advancements in optical design that enhance the
potential role of scientific instruments. The curved CCD
mosaic improved real-time remote tracking and mapping of
distant entities, including galaxies, with more precision when
employed in conjunction with huge cameras of high
resolution.20 CCDs remain the ideal choice for some very
large (>35 mm format) imagers used in large-field-of-view
digital aerial photogrammetry applications and professional
photography.

2.3. CMOS Image Sensors. The performance of CMOS
active pixel sensors (APS) is comparable to that of CCD
sensors, and they also have benefits in terms of cost,
compactness, on-chip functionality, and system power
reduction. The two most common trends that aid in enhancing
the performance of CMOS image sensors are altered
submicrometer processes to increase image characteristics
and the development of high frame rate sensors to make still
and video images with improved dynamic range.21 The
constant push for increasing imaging resolution led to smaller
sensor pixels. Modern commercial CMOS uses 1 × 1 μm2

pixels by overlaying dye-doped filters. Due to color crosstalk

Figure 4. Road map of image sensing technological evolution. (BSI
represents the backside illumination) Reproduced with permission
from ref 18. Copyright 2020 Elsevier.
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and precisely matched lithography operations, the reduced
pixel size raises great concern for color generation.22,23 Self-
resetting pixels have been designed for an implantable CMOS
and require four transistors to implement the self-resetting
feature. The process of pixel fabrication can be achieved by the
use of polymetal CMOS technology, resulting in a larger pixel
size. Thus, through image processing, intensity-change images
can be produced from the output of self-resetting pixels.24

Recent CMOS image sensors, unlike in the past, have
become more valuable than CCDs. In comparison to CCDs,
they provide the benefit of less energy consumption, lower
voltage operation, on-chip functionality, and lower cost
effectiveness. However, they are still less sensitive and louder
than the CCDs. CMOS image sensors come in a variety of
forms to meet the enormous demand in a variety of
applications, including digital imaging, corporate visualization,
medical and aerospace applications, electrostatic sensing,
automobiles, measurement, and 3D pictorial technology by
considering advancements in semiconductor technology and
multimedia techniques. The development of CMOS image
sensors and their potential for use with cutting-edge imaging
technologies are intriguing candidates to raise living standards.
Recently, CMOS has predominated in the digital camera due
to the quick growth of analog digital converters (ADCs) , back
illumination, and stacked CMOS continues to deliver
improved functionality and an improved user experience in
smart phones.18

2.4. Hybrid Image Sensors. Hybrid image sensing is now
used for bonding at a high density in 3D integration. However,
continuous interconnect down-scaling may compromise
electrical performance. The impact of this technology on 3D
illuminated CMOS can be assessed by monitoring device

performance and robustness that demonstrate pitch bond
scaling at smaller level. There was no evidence of smaller
bonding by thermocycling or electromigration in the available
studies, validating the reliability of fine pitch and its application
for next-generation imaging devices.25 Hybrid image sensors
composed of nonsilicon photoconversion layers and CMOS
field-effect transistors (CMOSFETs) have proven to have
superior performance as compared to Si photodiode CMOS
image sensors with Si photodiodes. Hybrid image sensors have
shown a number of intriguing performance features by
exploiting different aspects of non-Si photoconversion films
such as high LDR, global shutter type, and high near-
infrared(NIR) and X-ray sensitivity. The formation of a
brighter image with enhanced signals and clear noise
deterioration is shown in Figure 5.26

2.5. Flexible Image Sensing Technology. Flexible
image sensors, as compared to conventional rigid substrate
image sensors, have better shapes and can be adapted to
various objects. Because of its exceptional operational
capabilities, this sensor can meet the growing demands of
new generations of optoelectronic and nanophotonic innova-
tions. The flexible image sensors have a number of outstanding
qualities, such as reduced weight, portability, smooth diverse
integration, compatibility with wide areas, low manufacturing
costs, and remarkable stretchability. Flexible devices are able to
accurately and continuously capture physiological signals
without interfering with daily activities, which opens the
door for a variety of medical uses. Various flexible image
sensing devices have been developed for applications in the
fields of wearables, prosthetics, robots, and vehicles, which will
benefit from the capacity of such devices to develop compact
and versatile color image sensors with high sensitivity.27−29

Figure 5. Structure of image sensor along with its pixel configuration: (a) Representation of stacked layer CMOS showing photoconductivity
in photoconversion layer, (b) cross-sectional image of a pixel through scanning electron microscopy, (c) cross-section image of photo
conversion layer using transmission electron microscopy, (d) pixel diagram, and (e) color diagram of a pitch showing photomicrograph.
Adapted with permission from ref 26. Copyright 2020 Nature Publishing Group.

ACS Materials Letters www.acsmaterialsletters.org Review

https://doi.org/10.1021/acsmaterialslett.2c01011
ACS Materials Lett. 2023, 5, 1027−1060

1031

https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig5&ref=pdf
www.acsmaterialsletters.org?ref=pdf
https://doi.org/10.1021/acsmaterialslett.2c01011?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Many useful materials have been investigated recently for their
posisble use in photodetectors, including perovskite structures,
organic semiconductors, 0D and 1D nanostructures such as
nanotubes, rods, belts, and wires, as well as layered 2D
materials. Outstanding mechanical flexibility, good detectivity,
and distinctive electrical and optical properties are present in
these materials with excellent biomimetic visual applica-
tions.30−32 Flexible image sensors have been developed by
employing nanowire semiconductors with a distinctively

ordered structure, exceptional transparency, and excellent
optoelectronic properties.27

2.6. Nanostructured Materials in Image Sensing.
Image sensing devices with increased sensitivity, cost
effectiveness, speedy reactions, faster recovery, and decreased
size with operational flexibility are in high demand. These
characteristics for chemical and biological sensors can be
greatly enhanced by nanostructured materials. The nano-
structured materials that can be used for the production of
nanosensors for imaging include nanoscale wires with highly

Figure 6. Pictorial presentation of optical nanostructured image sensors: (a) Macromolecule-based nanostructured image sensors, (b)
polymer and sol−gel-based nanosensors, (c) core−shell system with multifunctional materials, (d) magnetic bead-based multifunctional
nanosensors, (e) quantum dot-based nanosensors, and (f) metal bead-based nanosensors. (a−f) Reproduced with permission from ref 34.
Copyright 2010, Springer. (g) Schematic for an image sensing system along with perovskite materials-based photodetector applications.
Reproduced with permission from ref 30. Copyright 2022 MDPI.

Figure 7. Pictorial illustration tuning capacity of photodetectors constructed from stacked 2D heterostructures. Reproduced with permission
from ref 36. Copyright 2022 American Chemical Society.
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sensitive detectors, carbon nanotubes with a large surface area
and greater electrical conductivity, metal and metal oxide
nanoparticles, thin films, polymers, and biological materials.33

Although nanotechnology is a hot topic, the debate is
continuing regarding the size of nanoparticles. Nanostructures
bridge the gap between nanoscience and nanotechnology and
associate the two domains. There are numerous applications in
which the fine particle size can be of significant interest.
However, there is a strong consensus that the size range below
100 nm offers the greatest potential.34 The common scientific
method of nanomaterial categorization is their identification
with respect to their dimensions in order to fully comprehend
and increase their diversity. Figure 6 depicts a pictorial
presentation of optical nanostructured image sensors (see
Figure 6a−f) along with a schematic for image sensing with
perovskite materials-based photodetector applications (see
Figure 6g).30,34

The nanostructures made from silver and iron oxide
nanoparticles have been utilized for imaging with surface
plasmon-resonance set at NIR. These nanostructures showed
good photothermal, thrombolytic, and anticancer potentials at
varying concentrations upon near-infrared laser irradiation,
resulting in photothermal treatment of cancer and thrombosis.
Moreover, these nanostructures exhibited outstanding mag-

netic resonance imaging(MRI) T2-signal after being bound to
the surface of the thrombus or sequestered within cells, making
them a suitable imaging agent for thrombus detection and cell
identification without producing any toxicity.35

2.7. 2D Heterostructures. Recently, material scientists
have constructed two-dimensional (2D) heterostructures,
which are still in the early phases of development, to look
for novel physical, chemical, and technological processes at
very small sizes, such as the micro, nano, and picolevel (see
Figure 7). By utilizing physical and chemical properties,
choosing the right thickness, and stacking layers, these 2D
heterostructures can be engineered to produce remarkable
carrier dynamics that could play a role in widespread
broadband optoelectronics at higher frequencies.36

Recent research on graphene-based photodetection (PD)
systems has revealed the poor optical absorption of these
materials. To overcome this problem, hybrid heterostructure
devices have been used in the graphene-based PD device
development process to increase its photoabsorption. Silicon
devices are generally used in visual image sensors due to their
distinct properties such as increased light absorption, larger
carrier mobility, and classical CMOS integration. Designing an
innovative PD device using Si film is considered a novel
approach for image sensors (see Figure 8a).37 Electronic and

Figure 8. Fabrication process of graphene-based photodetectors: (a) Fabrication process of Si/graphite film stacked layer photodetection
devices. Reproduced with permission from ref 37. Copyright 2022 MDPI. (b) Process of fabrication in rippled graphite (rGr) nanofilm-
based image sensor. Reproduced with permission from ref 38. Copyright 2022 MDPI.
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optoelectronic devices have been studied with rippled or
wrinkled graphene, which revealed that an increase in ripple
density of graphite nanostructures with the help of a
supporting PDMS layer, the photoresponsivity also increased
(see Figure 8b).38 The graphene-based photodetector systems
concentrated on hybrid technology to boost photoabsorption.
However, because of their heterogeneous interfaces, such
hybrid devices demand time-consuming integration procedures
and a decrease in carrier mobility. When compared to a
smooth nanostructure, a 100% increase in the optical
detectivity of the deformable nanofilm surface occurred in
the visible laser range (532 nm). Additionally, the results of the
computational simulation strongly support a development in
the photodetection of photodetector systems based on
deformed nanofilm surfaces.39

2.8. Convolutional Neural Networks for Image
Sensing. Convolutional neural networks (CNNs) are
frequently used to process 2D array input data including
image data. Since images are records of natural signals, they
offer information in the form of pixel values and local
connections. This attribute enables the combination of low-
level features, such as edges, with higher-level features that
have a semantic significance. Image analysis involves
investigating pixel values and associated local connectivity in
order to find powerful, distinctive representations that may be
utilized for picture classification. While also being aware of
their values and localized arrangements, CNN enables the
learning of those representational elements of picture data to a
more abstract degree. As with linear connections in an artificial
neural network (ANN), convolutional operations serve as
trainable kernel functions that connect the layers in a CNN.
Because of the local sensitivity of a kernel function,40 CNNs
are capable of considering the local interconnectivity of the
input data when learning the features from them.

2.9. Three-Dimensional Integral Imaging. The first
study on three-dimensional (3D) integral imaging technology
reported that this system can capture and reconstruct images
using flexible sensors mounted on a flexible surface in
unknown postures. The integral imaging with flexibility enables
sensors to be positioned on a nonplanar surface, which may
expand the vision of 3D imaging in contrast to standard
integral imaging, where the sensor array is typically positioned
on a plane surface.41 The approach designed for this purpose is
based on the theory of two-sided visual geometry and a camera
projection model that can capture images of the positions on a
flexible surface. Additionally, a number of weakly resolved 2D
photos with shifts in subpixels can be used to produce a super-
resolution image.41

2.10. Nanostructured Color Imaging Devices. The
spatial resolution of color imaging technologies has grown
quickly during the last few decades. This technological boom
was primarily caused by the widespread use of portable devices
such as mobile phones and compact optical cameras, but high
resolution is also useful in industrial and environmental
imaging. Pixels as small as 1 μm can be obtained by employing
CMOS with dye- and pigment-based color filters. The further
reduction of pixel size is a difficult procedure for which new
materials and complex multistep fabrication procedures are
needed. Dielectric materials can be utilized to produce high-
brightness structural colors since they have fewer inherent
losses, which makes these nanostructures better suited for their
use in color printing. Additionally, dielectric nanostructures,
contrary to plasmonics, have two different resonance types
such as electric dipole and a magnetic dipole. This gives the
spectral response’s tunability an additional degree of freedom.
Transmission can also produce structural colors because
resonances cause dips in the spectra. By changing the
geometrical shape of the dielectric nanostructure, the
resonance position can be adjusted throughout the visible

Figure 9. Nanostructured materials-based color filters: (a) Metallic array color filter based on nanohole, (b) layered color filters, (c) plane
reflective color filters, (d) GMR color filters, and (e) scattering color filters. Reproduced with permission from ref 49. Copyright 2016 Wiley.
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spectrum and beyond. The implementation of specific color
filter arrays and multispectral arrangements has all been
accomplished with success using this method in which spectral
filters are placed on the top position of a pixelated sensor, like
CMOS, for digital color imaging. The resolution of imaging
devices is a crucial component, and it is based on the pixel size.
High resolution is preferred for many applications, enabling
tiny spectral filters. Dielectric nanostructures have the potential
to form flexible, tiny spectral filters that can be substituted for
traditional pigments and color filters because of their resonant
behavior and tenability.42 The structured color filter delivers
process compatibility, high compactness, vigorous stability, and
an improved tenability owing to the interaction of light and
nanostructures.43,44 High-resolution imaging and displays
could benefit from the outstanding ability of this technology
for color printing with a much higher resolution of 100,000
dpi.45 Moreover, some other characteristics, such as polar-
ization and nanophotonics-based phased arrays, have recently
evolved with the potential to be used in image-forming
devices.46−48 The interaction of light with nanostructured
materials is the basis for the structured color. The effect of
numerous nanophotons is transmitted selectively, and light is
reflected to make a spectrum band. The common color filters
based on nanophotons are shown in Figure 9.49 There are
many techniques that can be used for color filter spectra;
however, there is no such procedure through which all
efficiency characteristics, including purity and compatibility, for
subsequent application in image sensing can be achieved.
Research is ongoing to produce nanophotonic structure-based
selective features that can be helpful for emerging image
sensing technologies.

In Figure 9a, a small circle of gray is shown in a triangular
plane of aluminum film of 150 nm thickness. The G letter in
green color was taken by a transmission electron microscope
that showed a resolution of approximately 1 μm, while Figure
9b and c show layered color filters formed by metal dielectric
metal gratings and plane reflective color filters formed by Ag/
PTCBI/a-Si/Ag stacks and GMR color filters of Si 3-N-4 of
100 nm thickness, respectively. Figure 9e presents scattering
color filters based on aluminum nanopatches on silicon, SiO2
as an intermediate nanolayer, the Si layer as an antireflection
coating, and scanning electron microscope color images of the
letters “SINANO”.49

2.11. Quantum Dot Image Sensors. Nanotechnology
has enabled the synthesis of several useful nanoparticles such
as quantum dots (QDs), metallic nanoparticles, and magnetic
nanoparticles. The unique electrical, optical, and magnetic
characteristics displayed by these nanostructured materials

have a wide range of biological uses. In particular, magnetic
iron-oxide nanoparticles have shown potential as deep imaging
agents for clinical tissues due to the biocompatibility of these
nanoparticles.50

For broadband flexible imaging, QD image sensors based on
hybrid nanostructures of SnS-QD/Zn2SnO4 nanowires have
been produced. Nanowires were decorated with SnS-QD using
a two-step vapor deposition process. In comparison to pure
ZTO NWs, hybrid QD/NWs have a significantly higher
photoconductive yield and specified detectivity in the UV
region, as well as a longer photoresponse covering the UV and

NIR ranges. Additionally, the polyethylene terephthalate-based
hybrid QD/NW photodetector demonstrated good flexibility,
folding capacity, and long-term mechanical stability. A flexible
broadband image sensor is produced and mounted into a 10 ×
10 array. The flexible image sensor’s remarkable target
identification capacity is exhibited by its ability to clearly
distinguish between target pictures made up of white and red
light when it is bent. The better performance of the device
demonstrated the QD/NW hybrid nanostructures have great
potential for use in flexible broadband imaging technologies in
the future.51

3. GENERAL MECHANISMS OF IMAGE SENSING
All image sensors rely on the photoelectric effect, which
describes the interaction between photons (light) and atoms.
The basic role of an image sensor is to convert light signals, or
photons into electrical signals. An image sensor, also known as
an “imager”, is a semiconductor device that converts an optical
image created by a lens into an electronic signal. An image
sensor can detect a wide range of light wavelengths, from X-
rays to infrared, by modifying the detector configuration or
using material that is susceptible to the specific range of
wavelengths. To recreate an image with a suitable resolution,
an appropriate number of “pixels” is known as “picture
elements” or “the minimum spatial unit of a digital image in an
image sensor”, which are required to be ordered in rows and

The basic role of an image sensor is to
convert light signals, or photons into
electrical signals. An image sensor, also
known as an “imager”, is a semi-
conductor device that converts an
optical image created by a lens into an
electronic signal.

Figure 10. Working mechanisms: (a) CCD. (b) CMOS devices. Reproduced with permission from ref 54. Copyright 2008 MDPI.
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columns. Incoming light is converted into a signal charge
(electrons or holes) by these pixels, and the formation of this
signal charge is dependent on the pixel’s structure. A depletion
region is generated in a pixel by doping silicon with a very
small amount of material, which gives rise to an electron
deficiency. Every pixel generates a positively charged region,
which attracts photoelectrons while repelling holes. As a result,
photoelectrons are accumulated in a constant depletion region
inside each pixel. The recombination of photoelectrons and
holes is stopped as the holes are pushed away from the
depletion region.52,53

Figure 10a shows a CCD image sensor. When light falls on a
photodiode, it creates a flow of photoelectrons, where the
electrons accumulate within the p-type silicon in the potential
well. However, this well attracts electrons and causes them to
flow, generating electric current.53 The transfer gate was used,
and the clock signal was routed to the barrier and, well,
generations. The process was repeated to create a sequence of
images: the collection of charges, which is followed by a
readout of the data corresponding to the number of
photoelectrons collected at each photosite. There are different
types of imagers available, each with its own individual readout
method. Three major types of imagers that are used in
scientific imaging include charge-coupled devices (CCDs),
electron-multiplying CCDs (em-CCDs), and complementary
metal oxide semiconductor imagers (CMOS imagers or CIS).
A CMOS or CIS device working layout is shown in Figure
10b.54

3.1. Photoconversion. When a silicon atom is hit by an
incident photon, the emitted energy of the photon is absorbed
by an electron within the outermost valence band of the atom,
and transfers to a higher energy level. Such mobile electrons
leave holes behind and thus result in the creation of electron−
hole pairs. Since the generation of electrons is due to photon
absorption, they are known as “photoelectrons”. Figure 11a
shows the operational components of an image sensor,55 while
Figure 11b and c depicts how a photodiode works in reverse
bias.56

Since silicon has a bandgap energy of 1.1 eV, absorption of
light begins for wavelengths smaller than 1100 nm, and
conversion of photons to signal charge takes place.55,56

Conversely, if a photon wavelength is greater than 1100 nm,
silicon is basically transparent. The absorption of photon flux
follows the given relation, x( )d x

dx
( ) = , where α is known

as the absorption coefficient, and it is dependent on
wavelength. Applying the boundary condition φ(x = 0) = φ0,
and solving the output is φ(x) = φ0 exp(−αx). Therefore, with
the increased distance from the surface, the photon flux decays
exponentially. Photon absorption causes the formation of
electron−hole pairs in the semiconductor, which follow the
above-mentioned relationship.55

3.2. Charge Accumulation or Collection. An electric
field is created inside the substrate of the imager to collect the
electrons that are produced by the photoelectric effect. Using
gates at different voltages, an electric field is built within the
imager to create a depletion region. The produced signal
charge is accumulated in a charge collection region within a
pixel. A regular photodiode works like a charge accumulation
device, as shown in Figure 11b and c. Subsequently, the first n+

zone is reset to a positive voltage and grounds the p zone.
Then, holding the reverse-biased condition, the mixture
becomes electrically floating. Excited electrons are collected
at the n+ region, resulting in the reduction of this zone’s
potential and holes drifting toward the grounded end. Here,
the signal charge is an electron. In the case of a metal-oxide
semiconductor (MOS) diode, applying a positive voltage to
the gate electrode results in the downward bending of the
energy band and the depletion of holes. Now the depletion
zone is set to accumulate free charges.

For the photodiode, quantum efficiency (QE) and collection
efficiency are the major description aspects. Quantum
efficiency can be defined as “the percentage of photons hitting
the photosensitive surface that produce an electron hole pair”,
while collection efficiency is “the fraction of the generated
electron hole pair that contributes to a current flow external to
the detector”, whereas each factor is used to fine-tune the
sensitivity of the photodiode. Additional vital photodiode
considerations are thermal, dark current, and shot noise, which
are material-dependent. Dark current is a comparatively weak
electric current that flows through the photodiode through the
photons that cannot penetrate the device. Such photosensing

Figure 11. (a) Functional elements of an image sensor. Reproduced with permission from ref 55. Copyright 2015 CRC Press. Photodiode
operation in reverse bias: (b) cross-sectional view and (c) energy band diagram. (b, c) Reproduced with permission from ref 56. Copyright
2006 Taylor and Francis.
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constraints are dependent on the type and construction of the
junction. Electrons produced within the depletion zone are
completely used as signal charges in both MOS diodes and
reverse-biased photodiodes. Because there is no electric field
present in the neutral region, only a small portion of the
electrons produced inside the neutral region can reach the
depletion region due to diffusion. Because of the recombina-
tion process, some of the electrons are lost before reaching the
depletion zone.57,58

3.3. Image Formation and Scanning of an Image
Array. Image sensors produce images by accumulating and
determining the number of photoelectrons produced within
the depletion zone of a pixel. The collected charges or the
resultant signal voltage or current in an image sensor chip from
a pixel must be delivered to the outside world. An image sensor
can be a 1- or 2-dimensional array composed of a matrix of
pixels. As the photons, which are incident on the pixel, are
proportional to the number of photoelectrons, the matrix
constituting the photoelectrons in every pixel creates a 1- or 2-
dimensional image structure. The signals distributed in 2D
space must be converted into signals with a temporal sequence.
It is called “scanning”, and this ability is essential for an image
sensor. A single frame or a time-sequential frame with a duly
large frame rate can be exhibited on a monitor, showing a 2D
image and/or showing movements or more fluctuations in the
field within the range. There are two types of scanning
systems: (a) charge transfer scanning, and (b) X−Y addressing
scanning.

A charge transfer scheme transfers the charge from the H−
CCD to the output amplifier, where it is converted to a voltage
signal. This type of system requires nearly ideal efficiency for
charge transfer; therefore, these technologies involve extremely
tuned semiconductor construction and procedures. In most of
the CMOS image sensors, which are based on an X−Y
addressing scheme, an operating transistor in a pixel converts
the signal charge into a current or a voltage. A pixel signal is
routed through a decoder, or a vertical scanner selects a row
(Y) for a specific readout, and a horizontal scanner selects a
column (X) to be displayed. When compared with the charge
transfer scheme, the X−Y addressing technique is significantly
more adaptable in terms of obtaining a variety of readout
modes.56,59,60

3.4. Charge Detection. For most CCDs and CISs, the
charge detection principle is essentially the same. In the case of
CCD image sensors, the detection of charges can be achieved
by an output amplifier, whereas in CIS, it is accomplished
within a pixel. A voltage buffer monitors a potential well that is

fed by signal charge (Qsig). The charge causes a change in
potential, and the capacitor, connected to the potential well,
functions as the charge-to-voltage converting capacitor.
Floating diffusion charge detection is the most commonly
used charge detection scheme. In a CCD image sensor, the
charge detection can be achieved by a floating diffusion
arrangement established at the terminal of the horizontal CCD
register, whereas it is accomplished within a pixel for CIS
active-pixel sensors (APSs).61 The pixel readout circuit
converts charge to voltage, after that, the signal accumulates
within the pixel. In the display mode, the accumulated signal
within the pixel is displayed on the programming gain amplifier
(PGA) by the selection of a suitable pixel utilizing the column
and row registers. The signal that is received from the pixel is
amplified by the PGA, which has distinct gain settings. After
the amplification, the signal is delivered to the analog to digital
converter (ADC), where it is digitalized into a 10-bit value.
Every pixel value is digitized by the ADC, preparing it for
signal processing. The operation and timing of the pixel circuit
are established by the pixel control block. The pixel selected to
be read is decided by the row and column registers. The pixel
display is completed in two steps: initially, the amount
collected in the pixel is transported to the PGA input capacitor,
and then the signal is amplified and digitized by PGA and
ADC.62

4. REPRESENTATIVE IMAGE SENSING DEVICES AND
THEIR ACTUAL APPLICATIONS

4.1. Quantum Dot-Based Infrared Image Sensing.
Infrared image sensing (IRIS) or thermal image sensing (TIS)
is operated on the basis of the detector and maps the surface
temperature of an object without direct contact.63 IRIS (or
TIS) can provide image information in different environments
such as invisible, low-light, low-visibility situations, as well as
dark environments,64 and has wide applications in tele-
communication, national defense, motion detection, security
inspection, surveillance, nondestructive inspection materials,
and chemical detection.65 Figure 12 demonstrates how IRIS
(mode, ES-K7; product, Fast pass; Made in Korea) is applied
to the detector of body-face temperature (thermal informa-
tion) located at the University of Ulsan, Korea. The integrated
thermal detector and camera measure the rising temperature or
temperature differences due to heat radiation and can provide
thermal information because of the coronavirus affection
(Covid-19). Heat radiation and the distribution temperature of
the body are then converted to visible images.

Figure 12. Temperature check and thermal image sensing device.

ACS Materials Letters www.acsmaterialsletters.org Review

https://doi.org/10.1021/acsmaterialslett.2c01011
ACS Materials Lett. 2023, 5, 1027−1060

1037

https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig12&ref=pdf
www.acsmaterialsletters.org?ref=pdf
https://doi.org/10.1021/acsmaterialslett.2c01011?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


Infrared light includes near-infrared (NIR, 0.75−1.4 μm),
short-wavelength infrared (SWIR, 1.4−3 μm), midwavelength
infrared (MWIR, 3−8 μm), long-wavelength infrared (LWIR,
8−15 μm), very long wavelength infrared (VLWIR, 15−30
μm), and far-infrared (FIR, 30−100 μm), wherein the infrared
image sensing requires sensitivity in infrared spectral regions
from 0.75 to 100 μm.66 Almost all infrared image sensing
devices are made of narrow-gap traditional semiconductor
materials such as HgCdTe (Eg 0−1.5 eV), InSb (Eg 0.17 eV),
and InGaAs (Eg 0.36−1.45 eV).63,67 The pixels of these
materials are connected directly with complementary metal-
oxide−semiconductor (CMOS) read-out integrated circuits
(ROICs) via complicated processes, as shown in Figure 13a.68

Traditional III−V semiconductor materials have advantages
such as high stability and low product cost. However, they
require high product costs, brittleness, and integration with the
crystalline substrate. Materials, pixel arrays, and solder bump
techniques limit the operating spectral range and pixel
number.68

In QD-IRISDs, the III−V bulk (or thin-film) semiconductor
materials are replaced by QDs or colloidal quantum dots
(CQDs), as shown in Figure 13b.68 Simple techniques such as
screen-printing, sprinkling, and spin-coating methods were
used to deposit QDs directly on the silicon ROIC. Quantum
dot-based infrared image sensing devices (QD-IRISDs) have
attracted much attention due to their high sensitivity sensors,
high resolution, fast response, large spectral response,
compatibility with a large-scale and flexible substrate, cost-
effectiveness, and different operating temperatures.69 Numer-
ous studies have been published on the use of quantum dots
made of lead chalcogenides (PbSe, PbS, and PbTe),70−73

mercury chalcogenides (HgTe, HgS, and HgSe),74−76 and

silver chalcogenides (Ag2S, Ag2Se, and Ag2Te)77−79 materials
as probe temperature, photodetector, and infrared image
sensors. QDs exhibit large surface-to-volume, mechanically
flexible, surface multifunctionalized, and narrow-gap properties
that have demonstrated the potential of QDs for NIR-MWIR
image sensors, as shown in Figure 13c.

The unique optical properties of QDs exhibit a size-
dependent absorption spectrum range and an absorption
coefficient (see Figure 13c). The absorption spectrum of Ag2Se
QDs was tuned from 4.8 to 15.4 μm via tuning the size of 5−
28 nm.77 HgTe QDs can work beyond LWIR, while HgSe can
extend the absorption to THz. QDs can extend the absorption
to a longer wavelength (from NIR − THz) due to the tunable
bandgap, wherein the conduction band (CB) and valence band
(VB) of QDs become discrete states. The bandgap and energy
gap between states depend on QD size and shape, as shown in
Figure 14a.80 Moreover, the optical transitions can occur in
both interband and intraband absorptions. Electron/hole pairs
are generated due to the transitions from 1Sh to 1Se (interband
absorption) and from 1Se to 1Pe (intraband absorption), and
they are separated to form electrical signals, as shown in Figure
14b.67 The absorption coefficient, absorption cross-section,
and QD connecting can all have an effect on the optoelectronic
current conversion process.67 For ideal doping conditions (see
Figure 14b(1−2)), due to the minimum number of holes and
strongest optical absorption, QDs exhibit large amounts of
excited electrons, slowing down recombination and prolonging
their lifetime, which leads to the lowest dark conductivity and
an increase in photocurrent. In the nonideal condition case
(see Figure 14b(3−4)), the photocurrent depends on the
carrier mobility of photoexcited electrons. Due to the quantum

Figure 13. (a) Integration route for a hybrid III−V semiconductor materials, (b) monolithic QDs for the infrared image sensor. (a, b)
Reproduced with permission from ref 68. Copyright 2017 MDPI. (c) Operation broad of quantum dot-based infrared image sensing. NIR-
SWIR camera (HgS and PbS), SWIR MWIR camera (HgTe, PbTe, and PbSe), SWIR LWIR camera (Ag2Se, HgSe, and Ag2Te).
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effects, the charge carriers are captured and scattered on the
surface of QDs.80

PbX (X = S, Te, or Se) QDs have seen rapid development in
photodetectors and infrared image sensor-based applications.77

PbX QDs exhibit excellent light absorption and photoelectric
properties. PbX QDs can tune the absorption range of PbS,
PbTe, and PbSe to 2.5, 4.3, and 4.6 μm wavelengths,
respectively.70,71 PbS QDs have a large Bohr exciton of 18
nm and a high molar absorption coefficient of 1 × 106

M−1cm−1. Dong et al. prepared PbS QDs of 16 nm by the
multiple injection method, which exhibit an absorption peak
up to 2.53 μm.73 PbS QDs just work in the NIR-SWIR region,
while PbTe and PbSe IR cameras can work in the NIR-MWIR.
The intrinsic gap of PbSe can be controlled in the range of 0.27
to 1.8 eV, leading to the blue shift from 4.6 μm to 690 nm.70

Qiu et al. reported MWIR PbSe QDs for photodiodes
operating at room temperature with an absorption range of
up to 4.2 μm.72

The HgX (X = S, Te, Se) family is the substantive material
with a fast time response, high absorption, and low dark
current that was used in IRIS devices.81,82 Compared with PbX
QDs, HgX QDs allow a broader absorption range of IR from
NIR to LIR (see Figure 12c).83 HgTe and HgSe exhibit optical
absorption and photoconductive response-ability in the

broadband from SWIR to LWIR due to the intraband 1Se−
1Pe transition.74,81−83 Livache et al.76 combined intraband
absorption in the MWIR by a mixture of HgSe and HgTe
nanocrystals (NCs). The broad absorption, time response, and
dark current were affected by the HgTe content. Recent
research indicates that the tunable crystal size of HgX NCs
extends all the way to the far-infrared (FIR) or terahertz
(THz) region. Goubet et al. synthesized the HgX NCs from 5
nm to above 200 nm size for tuning absorption that ranges up
to THz.84

Among HgX, HgTe QD is the first material synthesized to
be applied in IRIS, which indicates the best performance and
fastest time response.84 Guyot-Sionnest’s research group
developed sensitive infrared imaging using the HgTe CQDs
due to the high results achieved using wide spectroscopy from
SWIR to LWIR regions.69,74,75,82,83,85,86 The HgTe CQDs
were used by integrating architectures and different QD sizes,
as shown in Figure 14. Figure 14c and d shows TISDs using
two structures by integrating HgTe CQDs and plasmonic
structures, such as plasmonic structure discs (see Figure 14c)
and interference structures (see Figure 14d).83 Light
absorption and photocurrent can be increased by the
integration of the plasmonics and QDs. Figure 14e shows
the thermal imaging system (including five parts: the scanning

Figure 14. (a) Evolution of the electronic structure of inorganic semiconductors from bulk material to QDs of different size. Reproduced
with permission from ref 80. Copyright 2016 AAAS. (b) carrier distribution and transport of intraband under dark and illumination CQDs
for ideally doped (1, 2) and under-doped conditions (3, 4). Reproduced with permission from ref 67. Copyright 2019 Springer. Schematic
diagram of HgTe CQDs MWIR detector with (c) plasmonic disks +30 nm Au contact, (d) interference structure + plasmonic disk array, and
(e) thermal imaging system. Thermal images result of HgTe CQDs MWIR, (f) face and hand (detector operate at 90 K), (g) Peltier coolers
in grayscale, and (h) rainbow color scheme. (c−h) Reproduced with permission from ref 83. Copyright 2018 American Chemical Society.
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lens, cryostat, HgTe detector, amplifier, and software), while
Figure 14f−h shows the thermal image results, including folded
fingers, hair, and the nose.83 Due to the high response time, the
thermal images can be detected at a high frame rate, while the
temperature differences of Peltier (ΔT = 15 °C) are also
demonstrated.

Figure 15a and b shows the architecture of the dual-band
detector using the n−p−n structure and the cross-sectional
SEM image. In this structure, different-sized HgTe QDs were
used to tune the absorption (SWIR and MWIR) as a sensing
material, while Bi2Se3, Ag2Te, and Au play as the role of n-, p-
type, and contact layers.74 Infrared images of cold and hot
water are shown in Figure 15c.74 The single image identifies
the water (SWIR) or determines the temperature of the water

(MWIR), while the merged SWIR and MWIR images provide
more information.74

The Ag2X (X = S, Te, Se) QDs family has promising
potential applications in IRIS due to the absorption range in
the IR and high electrical conductivity. This family also
consists of materials that are heavy metal-free with low
toxicity.87 Nevertheless, Ag2X QDs are reported on IR
photodetectors, while there is no research on the integration
of Ag2X QDs on the CMOS to fabricate QD-IRISDs. Reports
show that Ag2S exhibits absorption in the range 500−1000 nm,
while Ag2Se and Ag2Te show MWIR region absorbance
features. Mir et al.78 reported the influence of reaction time on
the optical properties of Ag2S QDs. The samples with longer
reaction times (20 and 60 min) show an absorption peak at
800 nm and up to 850 nm, compared to shoulder absorption at

Figure 15. (a) Illustration of the structure of a dual-band CQD imaging device, (b) SEM image, and (c) SWIR, MWIR, and merged dual-
band images of hot and cold water. (a−c) Reproduced with permission from ref 74. Copyright 2019 Nature Publishing Group.

Figure 16. Thermopile IR sensor. (a) Schematic view and (b) top view and cross-section. (a, b) Reproduced with permission from ref 88.
Copyright 2022 Elsevier.
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650 nm in the sample with a 10 min reaction. Quyang et al.
reported Ag2Te QDs with a distinct absorption peak ranging
from 1050 to 1450 nm.79 Qu et al. reported tuning the energy
from 0.26 to 0.08 eV by tuning the size of Ag2Se QDs.77

4.2. Thermopile Image Sensing. Several working
environments, including medical treatments, smart homes,
space detections, and industrial monitoring, call for the
employment of temperature sensors, gas sensors, vacuum
sensors, biochemical sensors, thermal-power sensors, and flow
sensors. These thermopile applications are numerous and
widely used in body-temperature screening, especially as the
2019-nCoV widespread disease spreads globally beginning in
2020. Figure 16a shows a schematic view of a thermopile IR
sensor.88 They provide noncontact detection, mobility,
simplicity of use, and low cost, wherein sensitivity is a vital
characteristic to describe the performance of thermopiles
among all other variables.89

It is effective to quickly test a subject’s respiratory rate
before they enter a space in order to evaluate potential dangers
in their direction and control the spread of COVID-19.
Researchers are looking into the possibility of thermopile-
based respiratory screening, a novel yet cost-effective method
of screening a subject by monitoring their respiration rate.
Several image and signal processing techniques to determine
the respiration rate are employed as low-resolution thermal
recordings using a modified thermopile array system. A
methodology based on autonomous region of interest selection
yields a mean absolute error (MAE) of 0.8 breaths every 60 s
for the purpose of developing and putting into practice a
respiratory solution to stop the transmission of COVID-19
during the pandemic.90 For many computer vision applica-
tions, such as MATLAB, recognizing children in thermal
images utilizing thermopile array sensors (Th-AS) is essential,
particularly for recognizing children left unsupervised in a
parked car in extremely high temperatures. Many deadly
incidents have been linked to careless parenting, and most
parents have expressed regret over their children’s incidents.
This may be done by designing and setting up a thermal
imaging camera utilizing a Th-AS as well as a Raspberry Pi as a
microcontroller. The thermal image can then be processed
using the background subtraction approach to remove the
forefront or human item from the related image.91

There are numerous consumer and industrial uses for
thermopile sensors (TH-S). The fundamental thermal
parameter of TH-S is the Seebeck coefficient (SC). In TH-S,
it is crucial to determine the SC of both the material and the
thermocouple. The device consists of a substrate, a framework,
four supporting legs, and a sensitive area with a resistor acting
as a heater and a temperature sensor. Along with a thermopile
sensor, several on-chip test structures are created. Figure 16b
depicts the top view and cross-section of a thermopile IR
sensor.88 Its measurement results are examined and contrasted
with those of the device, and the validity of its structure is
confirmed by these results, which are compatible with one
another.92

Researchers offer a numerical model for the effective design
for optimization of a unique infrared (IR) detector array,
which is built on a single silicon-on-insulator (SOI)-based
microelectromechanical system (MEMS) membrane. The
model, which is based on the finite element method (FEM),
is used to look at how heat transfer at the pixel level affects the
responsiveness and cross-talk performance of a thermopile
array. Results demonstrate that adjusting a number of design

components, such as pixel size, interpixel metal heat sinking
tracks, and the addition of air gaps between pixels, can lead to
the achievement of ideal operational conditions. Specifically,
they discover that the combined impact of air gaps and copper
heat sinking tracks can boost responsiveness by 6.4% while
reducing pixel crosstalk by 65%, and a rising variety of low-cost
industrial as well as consumer applications could benefit from
the model’s improved understanding of thermal effects in these
devices.93

Thermopile sensors monitor temperature at a distance by
spotting IR energy from an object. The amount of IR radiation
increases with the temperature. Small thermocouples attached
to a silicon chip make up the thermopile sensing element,
which absorbs energy and generates an output signal. The
production of the chip for a thermopile-based CMOS IR
sensor array is made simpler by using a single Si membrane
plus conventional CMOS Al layers for thermopile cold
junction heat sinking. Noncontact distant temperature
measurements are best suited for single-element thermopile
sensors and thermopile arrays with poor spatial resolution.
Temperature sensors for industrial process control and
measurements of human body temperature with in-ear or
forehead thermometers are the two most popular uses. The
low thermal time constant of thermopile sensors enables fast
observations. Thermopiles can also be operated at DC and do
not require regular reactivation by an external shutter
mechanism, making it possible to observe the temperature
continuously. Literature study also reports thermopile arrays
with 32 × 32, 80 × 64, and 120 × 84-pixel resolutions,
beginning with 8 × 8 and 16 × 16 pixels. This enables
customers to produce thermal images with various levels of
spatial resolution for use in a variety of automation and
security applications. Hot spot detection is another topic that
has a variety of applications in fields like engineering, fire
suppression, industrial safety, and consumer goods.93,94

Based on Beers’ law and the nondispersive infrared (NDIR)
gas detection principle, thermopile sensors can be used to
measure gas concentrations. By employing TH-Ss, it is possible
to determine the concentration of a certain gas by measuring
the infrared radiation absorption at a particular wavelength.
One thermopile and an infrared light source are all that
complete this sensing setup. However, accuracy can be
improved using two single or dual thermopile sensors, which
prevent the infrared source output from rooting over time.
TH-Ss can detect NDIR gases quickly and with a minimal
volume, because of their tiny size and low thermal mass. For
contactless temperature sensing, thermopiles are employed. A
thermopile is used to convert the heat radiation that an object
emits into a voltage output. The output range is tens or
hundreds of millivolts or less. Thermopiles function as
generators and sensors. It has been claimed that manufacturing
of IR thermopile arrays on a single membrane is possible,
although these arrays use unconventional components above
or below the membrane. Due to the partial CMOS
incompatibility of gold, bulk silicon layers or extra gold layers
serving as heat sinks are two of the examples. The in-situ
integration of composite nanoforests (CNFs) onto infrared
thermopile sensors is accomplished using a micromachining-
compatible approach that is suggested due to the CNFs’
significant optical absorption. Their integration increases the
sensitivity of the sensors by over 30% while essentially
maintaining the reaction time. Such CNFs and their simple
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integration method are anticipated to be applicable to other
infrared devices, such as uncooled infrared focal plane arrays.94

4.3. THz Image Sensing. Since intra- and intermolecular
vibrations fall within the THz spectrum, terahertz (THz)
technology has received a lot of attention in several research
fields over the years, particularly THz plasmonics for sensing
applications. The use of metamaterials (MM), which are
artificial structures on the subwavelength scale of the input
light, can increase the sensitivity of free-space THz detection.
These synthetic materials exhibit both strong electric field
enhancement and great sensitivity to environmental changes. A
polarization-insensitive THz metamaterial absorber (MMA)
made of dielectric-metal disc antennas has been used to
theoretically and experimentally examine residual herbicides
and pesticides.95 Figure 17 shows the terahertz radiation

applications, and the findings demonstrate that THz MMA
significantly increases sensitivity, with a limit of detection
(LOD) of certain herbicides and pesticides reaching 5 ppm.96

These findings suggest that the THz MMA platform could be a
useful tool for highly sensitive THz applications in the
regulation of food quality and safety and has the potential to
be used to detect pesticide and herbicide residues in
agricultural and food goods.95

THz imaging and spectroscopy have long been prized for in
vivo biological applications due to the nonionizing, non-
invasive nature of THz radiation and their high sensitivity to
water. Due to the low THz wave penetration depth and high-
water attenuation in biological samples, the skin is one of those
that is primarily studied. A comprehensive skin model that can
account for the interaction between THz and the skin is still
required. This is important for revealing the optical properties
of the skin from the recorded THz spectrum, and using the
correct model, which is very important for ensuring the validity
of the data and findings than simply ensuring compatibility
between different works. Researchers compare the adaptability,
accuracy, and limitations of the skin models utilized in the THz
regime by demonstrating the majority of models to determine
the skin’s internal moisture profile, but there is also an
anisotropic model that depicts structural changes to the skin’s
stratum corneum.97

Recent developments in THz technology-based image
processing as well as related applications refer to THz as the
region that is in the middle of infrared and microwave
radiation, spanning the gap between optics and electronics.
The interaction of materials in the submillimeter wavelength
range (about 300 GHz to 3 THz) of a unique electromagnetic
spectrum, which is indistinguishable from other spectroscopic
methods, is the subject of THz image processing. Since neither
microwave nor optical technology could completely overcome
this enigmatic world with its countless undiscovered scientific
resources, the THz regime, also known as the “THz gap”, was
recognized for a long time. THz imaging techniques have thus
been successfully developed, and classic THz technology may
concurrently acquire spectral and image data to address a
variety of applications, including security, the aerospace
industry, medicine, material science, biomedical imaging, and
others. The development and commercialization of THz
imaging systems are now widely acknowledged as an affordable
alternative to relatively expensive components such as electron
lasers, Smith-Purcell emitters, reverse wave oscillators, and
synchrotrons. In order to increase its usefulness as a checkup

Figure 17. Application of terahertz radiation for detection of flaws
in photovoltaic materials, medical imaging, screening, pharma-
ceuticals, quality control, dentistry, communication, and astron-
omy. Reproduced with permission from ref 96. Copyright 2017
IntechOpen, UK.

Figure 18. (a) Beam probing for two-dimensional near-field THz field measurements. (b) Aligning the acquisition order for dynamic
background subtraction. (c) Dynamic background subtraction followed by the vertical S and horizontal P pictures subtraction operation
(on−off images). (a−c) Reproduced with permission from ref 99. Copyright 2022 MDPI.
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tool for different imaging applications, THz image processing
attempts to identify solutions through the synthesis,
modification, and detection of THz radiation. For instance,
the ability to study the unique behavior of biomolecules is
facilitated by the THz wave’s increased sensitivity. The 3D
structure of biological samples such as cancer tumors can be
examined using cutting-edge digital image processing methods
in conjunction with THz pulsed imaging (TPI). Additionally,
the THz spectrum may have an effect on nonionizing
radiation-based diode detectors used in the aerospace industry,
as well as wireless network topologies (such as WLAN, WPAN,
and D2D) and security screening. Figure 18 shows the vertical
S and horizontal P picture subtraction operations (on−off
images). THz waves are fully safe, unlike X-rays, and can
penetrate clothing, items, and packages to identify the interior
materials and chemicals in the fields of digital imaging and
biomedical engineering, because THz imaging and detection
technology make it possible to quickly identify opaque objects
with distinct borders.98,99

Virus epidemics such as Ebola, Zika, MERS, and others have
wreaked havoc on humanity in the last ten years, and the
coronavirus (SARS-CoV-2) pandemic, as well as its constantly
evolving variants, has put the entire technological advancement
of healthcare in jeopardy. Although conventional methods of
viral detection have been somewhat successful though they are
expensive and time-consuming and require specialized human
resources. The development of low-cost, noninvasive, and
quick virus detection technology may be facilitated by
terahertz-based biosensors. The current developments in
terahertz technology-based biosensors for viruses, viral
particles, and antigen detection are examined recently, along
with future research directions in this area.100 As a portable
antenna test range, a silicon lens-integrated CMOS THz
camera, a 26-dBi 0.852-THz standard gain horn antenna
radiation source, and both single-frame low-resolution and
multiframe super-resolution approaches are employed to
acquire data. With the latter, a far-field radiation pattern can
be measured with improved angular resolution. The source
directivity is also calculated using both single-frame low-
resolution and multiframe super-resolution radiation patterns.
The highest directivity in two different radiation patterns is 25
and 25.8 dBi, respectively, with an accuracy of 1 and 0.2 dB,
with better angular resolution in the latter resulting in
improved accuracy.101

Since THz radiation is nonionizing, transparent to plastics
and fibers, has a higher resolution than millimeter waves, and
has a frequency that matches the typical absorption or
vibration frequencies of some materials along with biomole-
cules, it has attracted attention of many researchers over the
past one to two decades. The majority of commercial THz
detectors for imaging are often made up of discrete
components that are large but expensive due to the weak
interaction between THz radiation and the majority of
materials. For the purpose of improving absorption in the
visible, infrared, and THz bands, metamaterials with an
ultrathin thickness have also been studied. THz radiation
absorption was also reported in a meta-material. As a result of
converting a single-pixel sensor into a 5 × 5-pixel array with
pixels of 30 m × 30 m, literature reports a thermal time
constant of 68 ms and a minimum noise equivalent power of
37 pW Hz−1/2. The metamaterial was directly fabricated in a
six-metal-layer CMOS process, which also included insulating
layers on top of metal, which were connected to electronics at
the bottom by postprocessing techniques, using a high-quality
processed pixel array that was designed to anticipate an
absorption band with a center frequency of 2.5 THz. Using an
aluminum cut-out “T″ shape as a test specimen, the image of a
metamaterial-based THz focal plane array demonstrates how
the ultracompact THz sensor works in great detail at room
temperature.102

The THz frequency band, which lies between microwaves
and infrared, is the range of electromagnetic wave frequencies
between 0.1 and 10 THz.103 The THz signal is currently
establishing itself as a prospective contender in the field of
research for its many improved and diversified uses, including
sensing, secure telecommunication, pharmaceutical drug test-
ing, biomedical sensing, imaging, and environmental applica-
tions. PCF’s advantageous geometrical structure and uniform
guiding properties have suggested a number of sensing
applications in the THz domain, including liquid chemical
sensing, gas sensing, biosensing, RNA and DNA analysis,
genetic diagnostics, cancer diagnosis, humidity, and temper-
ature sensing, among others. The most crucial aspect is that the
associated geometric parameters can be used to influence the
optical behavior of the PCF sensor. Four different types of
power detectors are implemented in 0.18-m CMOS technol-
ogy for the THz image sensor application, as well as a common
gate with or without supply voltage. At 332 GHz, the measured

Figure 19. Comparison between curved and flat image sensors. Reproduced with permission from ref 107. Copyright 2022 Elsevier.

ACS Materials Letters www.acsmaterialsletters.org Review

https://doi.org/10.1021/acsmaterialslett.2c01011
ACS Materials Lett. 2023, 5, 1027−1060

1043

https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig19&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig19&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig19&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig19&ref=pdf
www.acsmaterialsletters.org?ref=pdf
https://doi.org/10.1021/acsmaterialslett.2c01011?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


responsivity is 632 kV/W, 13.2 kV/W, 16.2 kV/W, and 9.1
kV/W, and the proposed THz sensor has a 2 mm picture
resolution.104

4.4. Curved Image Sensing Array. Joseph Petzval
demonstrated the fact that a thick-lens optical framework
focuses on an object that is placed on a curved image surface,
whose curvature is demonstrated by the optical elements’
morphological configuration and refractive indices. This design
of field-flattening lenses has become the cornerstone of the
modern optical imaging field. Multitasking optimization
methodologies are used in modern frameworks to combine
numerous optical elements to reduce aberration effects.
Moreover, to enhance the lens design quality, arbitrary curved
sensing systems are being used, which not only extend the lens
optimization but also broaden the range of high-quality lenses.
Numerous scientific reports are being investigated to explore
the curved sensor devices’ optical performance, including the
illumination factor and modulation transfer function, partic-
ularly at the imaging field edges, which presents the impact of
flat field systems on lens design.105,106 In the present imaging
sensor framework, multiple elements having opposing field-
curvature properties are being used to reduce the field
curvature, but it has the limitation that, with the addition of
these elements, the mass and volume of the lens system
increase, which gives rise to aberrations and therefore affects
the device’s performance. As a result, the degree of curvature
must meet specific optical requirements such as the aperture,
view field, and chromatic bandwidth in order to reap the
significant benefits.

Figure 19 demonstrates the comparison of flat and curved
image sensors, which strengthens the fact that a curved
imaging lens design can minimize the aberration effects that
are caused by the mismatch between the curved focal plane
and the image sensor.107 Moreover, a flat image sensor requires
a complex configuration to fix the image distortion effects. For
instance, a double glass lens uses a greater number of lenses for
image focusing, while a plano-convex lens needs a single lens
for the whole process, resulting in minimized distortion effects
with high stability and a wide field of view with better image
quality by employing a simple lens framework.

4.4.1. Fabrication Design. Curved image sensing devices
can overcome the limitations of modern imaging devices with
cost-effective techniques by matching their curvature to the
focal plane. However, keeping in mind the challenging
fabrication methodologies of these devices, presently, micro-
and nanofabricated planar structures of CCD and CMOS
devices are being used in image sensing fields. To introduce
curved devices into the conventional industry, specialized
fabrication methodologies such as deforming, transferring, and
in-situ synthesis techniques have been reported.
4.4.1.1. Ultrathin Design. The planar device is deformed by

pressing its spherical surface, which is an easy method of
fabricating curved image sensors. However, this process causes
some limitations in the mechanical failure of the device, which
are introduced by the folding and wrinkling of the device by
employing bending methodologies.108 To overcome this effect,
planar devices need to be flexible to bear mechanical bending
and deformations.109,110 One suitable method is the thinning
of the film, which enhances the bending curvature. For
instance, the increase in bending curvature was reported to be
six times higher by reducing the film thickness from 1 μm to 1
nm.111 Similarly, Thai et al. investigated the MoS2-graphene
thin film structured curved image sensor array, where they
employed spherical surface bending by deformation techni-
ques, which resulted in a wide photoresponse in the IR
range.112 Figure 20a presents the SEM analysis of a synthesized
photodetector array on a spherical surface with a diameter of 6
mm and a depth of 400 μm, whereas the FEA method was
used to analyze its strain distribution, as shown in Figure
20b.112 Furthermore, Wu et al. investigated a 5-layered thin
structured perovskite photodetector array using wafer-scale
CsPbBr3 as an active material, as shown in Figure 20c.113 The
device thickness was reported as 2.4 μm, which was
advantageous for managing conformal contacts with undeve-
lopable surfaces, including walnuts and fingerprints. As a
further safety measure, an encapsulating layer of perylene-C
was introduced, and this layer showed consistent photo-
responsivity behavior for about a few weeks (see Figure
20d).113

Figure 20. Ultrathin curved image sensor array of MoS2-Graphene photodetector: (a) SEM image, (b) strain distribution through FEA. (a, b)
Reproduced with permission from ref 112. Copyright 2021 American Chemical Society. For CsPbBr3 thin film device: (c) schematic, and (d)
I−T curve graph. (c, d) Reproduced with permission from ref 113. Copyright 2021 John Wiley and Sons, Inc.
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4.4.1.2. Origami/Kirigami Design. Origami was named after
a technique called paper folding, which is an easy method to
transform a 2D planar material into a 3D structure by bending
and folding techniques,114−117 which have been investigated
through micro- and fabrication processes by employing surface
tension force.118−120 Figure 21a presents a dome structure that
was achieved by continuous folding of a 2D film.107 Chen et al.
reported a solar-blind 3D Ga2O3 material-based photodetector
array that required eight times as much manual folding as a 2D
film.121 With this methodology, multipoint light imaging,
spatial distribution, and tracking of the real-time light path are
now possible. The kirigami structure, on the other hand, was
named after paper cutting, which usually involves both cutting
and folding methodologies. In some studies, there is no proper
boundary mentioned between the kirigami and origami
processes because they do not count the prepatterning
procedures. However, if the planar object can withstand

bending and twisting forces, some kirigami designs may allow
for stretchability.122,123 Blee et al. achieved graphene
stretchability by applying the kirigami design to graphene
structures, and efficient mechanical properties were also
reported.124 Figure 21b represents a 2D film structure by
kirigami design that can be converted into a spherical surface
to make uniform contact with curved surfaces owing to its
maximum stretchability.107,125 Similarly, Choi et al. studied a
spherical curved image sensing device with high resolving
power using MoS2-graphene structure as an activating material
with improved mechanical stability (see Figure 21c).107,126

The theoretical analysis depicted a truncated design validity,
which showed that the truncated design is a small circular
pattern, whereas the untruncated design has more tensile
strains with a large circular structure, as presented in Figure
21d.

Figure 21. Schematic illustration of the: (a) origami design, (b) kirigami design. For MoS2-graphene phototransistor: (c) optical image, (d)
truncated and untruncated structure, and (e) fractal web schematic structure. (a−e) Reproduced with permission from ref 107. Copyright
2022 Elsevier. (f) Schematic illustration of pixel distribution in a fractal web structure. (f) Reproduced with permission from ref 127.
Copyright 2020 John Wiley and Sons, Inc. (g) Schematic of Iceland bridge design. (g) Reproduced with permission from ref 107. Copyright
2022 Elsevier. Si photodetector on PDMS surface with: (h) Optical image and (i) SEM image. (h, i) Reproduced with permission from ref
128. Copyright 2008 Nature. (j) In hemisphere curved condition. Reproduced with permission from ref 114. Copyright 2011 PNAS.
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4.4.1.3. Fractal Web Structure. Naturally, spider webs
follow a repeating structure that exhibits excellent environ-
mental mechanical stress resistance,129 which inspired the
fractal web structure of image sensing devices. It has a few cuts
to enhance the stretchability and strength of the structure with
uniform strain distribution throughout the web structure.130

Figure 21e presents the spherical fractal web structure without
any mechanical mismatching in the design. Lee et al.
investigated a 3D photodetector array structure in a spherical
domelike shape by properly arranging the optical materials in
the web structural form.107 In their study, they assembled the
photodetector elements on the web threads and connected
them through Au serpentine along the thread, while the
graphene doped with PyB was used as an active material in the
transistor structure (see Figure 21f).127 The fractal web
structure laminated the device on a spherical dome and
resulted in the effective properties.
4.4.1.4. Iceland Bridge Design. The Channel Island bridge

structure is being used to design a stretchable framework of
materials by employing the deformation of rigid materials into
curved shapes.131,132 Figure 21g demonstrates the formation of
islands on a prestretched planar surface, interconnected with
metal wire bridges to enhance their mechanical stability.107,133

In the deattaching process, the substrate surface returns to its
initial structure with the deformation of bridges while not
affecting the mechanical and electrical stability of the structure.
Figure 21h presents a photodetector array on a spherical
substrate, in which an arc-shaped connection allows the
substrate to deform from a 2D planar to a spherical structure
(see Figure 21i).128 Jung et al. investigated the Si-based
spherical photodetector array, with the Si film separated by
metal wires and transferred onto an elastomer substrate,114

which deformed into a spherical shape with adjustable
curvature, influenced by the water pressure substrate (see
Figure 21j).114

4.4.2. Synthesis Strategies. The fabrication techniques for
curved imaging sensing devices based on the strategy of first
fabricating the device on a planar substrate and then shifting it
to a curved surface resulted in increased external stress as well

as a noticeable loss of efficiency.134 To avoid this problem,
photosensitive materials can be fabricated directly on the
spherical substrate, so device damage through the transfer
procedure can be avoided (Figure 22a,b).107 The vapor phase
deposition method was investigated by Gu et al. for the
synthesis of FAPbI3 perovskite nanowires inside the spherical
substrate of a porous aluminum oxide membrane, demonstrat-
ing a 500 nm pitch with a high density of 4.6 × 108 cm−2.135 A
spherical biometrical electrochemical eye was also proposed for
proper electrical contact, where the perovskite acts as the
active material following the tungsten sheet acting as the
counter electrode (see Figure 22c).135 Moreover, ionic fluid
was filled up between the aluminum sphere and the porous
aluminum oxide membrane, which contacts tungsten electrode
and perovskite nanowire to collect the signals and their further
transmission.
4.4.3. Applications. 4.4.3.1. Fisheye Zoom System. A

commercial fisheye camera has a field of view of F/4, and a
recent report was published to reduce the number of lenses
used in this camera and to improve the device efficiency while
keeping the field of view and back focal distance constant. The
optical system was simplified by suppressing the field flattening
lenses, which modified the optical performance of the device
and improved its mechanical stability.136 The configured
device’s optical performance is demonstrated in Figure 23
along with the conventional device (see Figure 23a,b).137

While at 11.9 mm focal length, Figure 23c demonstrates the
spot radius for both Canon and the new configured device,
whereas Figure 23d represents their comparison in relative
illumination, indicating that the improved configured device
showed efficient optical performance by a factor of 2. As
illustrated in Figure 23e and f with a zoom prototype and zoom
acquisition incorporating efficient constructed patterns both at
the center and at the edges of the image, a convex-shaped
CMOS sensor of this configuration has been utilized
commercially with the same electro-optical response.137,138

4.4.3.2. Compact Wide-Angle Camera. The conventional
monocentric lenses have a broad field of view, high resolution,
and high compactness with the curved substrate.139 A study

Figure 22. In situ growth of nanowires in a: (a) hemispherical template, (b) optical image of nanowires on a hemispherical template. (a, b)
Reproduced with permission from ref 107 Copyright 2022 Elsevier. (c) Perovskite material-based active layer in which tungsten sheet acts as
a counter electrode. Reproduced with permission from ref 135. Copyright 2020 Nature Publishing Group.
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was reported that improved the conventional device’s perform-
ance and field of view while maintaining its high resolution. To
achieve this improved performance, the subtended angle of the
sensor was decreased by adding new spherical lenses, and
hence the conventional lens system improved its field of view
from 8 to 40 degrees (see Figure 23g).137 Figure 23h
demonstrates the modulation transfer function (MTF)
comparison between commercial and upgraded sensor systems,
wherein it shows that the MTFs of both lens systems are
similar for the close-to-zero field, but at the edges, the
upgraded lens system showed enhanced optical performance
with a large gain in compactness. However, the existing
commercial system offers a tunable iris, while the prototype
system does not. The straylight issue was also reported to be
resolved by adding an extra hood to avoid out-of-field
straylight (see Figure 23i).138

4.5. Charge-Coupled Device-Based Image Sensors. In
1969, Willard Boyle and George E. Smith invented a charge-
coupled device (CCD) that consists of a planar array of metal
oxide semiconductor capacitors (MOSCAP) embedded into a
semiconductor substrate, which can usually be a silicon surface.
This arrangement forms an integrated circuit (IC), with each
element acting as a pixel. This is basically a device that
produces the packet of charge, transfers it within the IC, and
then reads it by allowing the charge flow to obtain the output
results. A charge amplifier is placed at the output stage, which
reads the charge movement by providing voltage and thus
processes it digitally.140 Figure 24 represents the schematic of
the CCD working, showing how light signals are detected,
processed, and converted into electrical signals. However, a
MOS capacitor consists of metal electrodes and a thin film
made of insulating material, arranged on a semiconductor

Figure 23. Optical layout of: (a) cannon object, (b) zoom camera, and their (c) spot radii, (d) optical relative illumination, (e) 8 mm focal
length zoom prototype, (f) image acquisition, (g) compact system, (h) MTF comparison over field, and (i) comparison between prototype
and commercial camera. (a−i) Reproduced with permission from ref 137. Copyright 2019 Optica Publishing Group.
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surface, where these materials act as a gate and a gate dielectric,
respectively. The gate material can be made up of both metals
and polycrystalline materials such as polycrystalline silicon,
owing to its high efficiency and durability.141

4.5.1. Design, Layout, and Architecture. The pixel array in
the CCD imaging sensor generates potential wells for charge
storage and shifting in the form of charge packets, which are
generally electron packets produced by the photoelectric effect.
However, the voltage signal pattern is responsible for shifting
the charge packets to the output edge, where an amplifier is
placed to convert these charges into electrical signals, while the
computing systems convert these signals into 2D digital
images. These pixels consist of phases that are electrically
linked to the applied voltage pattern, and here, each phase
works like a MOS capacitor, having a repeating design in the
form of rows and columns where each phase has the same
applied voltage. Single-phase CCD devices, along with two-,
three-, and four-phase devices, also exist, wherein, for more
phases, more electrical connections are required in each
direction. For example, three-phase CCD devices require
electrical connections in both the x- and y-axis directions,
requiring a total of six electrical connections.142−144 A design
of a 3-phase CCD is demonstrated in Figure 25a.144

4.5.2. Types of CCD Image Sensors. CCD devices have two
main types based on linear and area array designs, wherein the
linear arrays comprise the 1D structure of light-sensitive pixels,
while the area array comprises 2D light-sensitive pixels.
Compared with both of these, linear array devices are
economical and have a fast procedure, whereas area array
devices are mostly used in scientific imaging applications.142,143

4.5.2.1. Frame Transfer Type. One frame transfer (FT) type
CCD consists of two vertical or parallel shift registers, one
horizontal or serial shift register, storage, and an output
section. Transparent electrodes are mainly used for photo-
sensitive area detection, where the photoelectric process starts,
and these generated electrical signals are collected in the
potential well areas during the processing time. By employing
vertical shift registers, the generated electrical signals are
transferred to the storage area at high speed. Therefore, in this
particular type, the vertical or parallel shift register serves as a
photoelectric conversion device, while the stored signals are
transferred to the output section by the horizontal or parallel
shift register, where the photoelectric charge accumulation
occurs at the photosensitive area (see Figure 25d).144

4.5.2.2. Full Frame Transfer Type. The full-frame transfer
(FFT) type of a CCD device follows a similar design as the FT

Figure 24. Schematic illustration for the working of a CCD.

Figure 25. Design of a three-phase CCD. (a) Area array CCD architectures, (b) full frame CCD, (c) interline transfer, (d) frame transfer
CCD, and (e) orthogonal transfer CCD. (a−e) Reproduced with permission from ref 144. Copyright 2014 Elsevier.

ACS Materials Letters www.acsmaterialsletters.org Review

https://doi.org/10.1021/acsmaterialslett.2c01011
ACS Materials Lett. 2023, 5, 1027−1060

1048

https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig24&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig24&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig24&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig24&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig25&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig25&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig25&ref=pdf
https://pubs.acs.org/doi/10.1021/acsmaterialslett.2c01011?fig=fig25&ref=pdf
www.acsmaterialsletters.org?ref=pdf
https://doi.org/10.1021/acsmaterialslett.2c01011?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


type with the difference that this type has no storage region.
Therefore, it is employed through an external mechanism,
which limits its applications. However, the working mechanism
is the same for both of the mentioned CCD types. Like FT-
type CCD, FFT also followed the charge collection in the
potential well and shifted to the output region through
horizontal columns during the closed period of external
stimuli.143 Moreover, like the FT type, FFT also does not have
a storage section; hence, the pixel arrays are fabricated on the
same chip size, making it useful for a range of applications,
such as in the measurement camera framework (see Figure
25b).144

4.5.2.3. Interline Transfer Type. The interline transfer (IT)
type of CCD devices can have both 1D and 2D structures. In a
1D design, the electrical signals are collected at the storage
gate, shifted to the horizontal shift register, and then detected
by the amplifier. For this type, both even and odd pixels are
transferred to a separate horizontal support for the fabrication
of a low-pitched photodiode array. However, for the 2D IT-
CCD structure, the photosensitive area consists of photodiodes
formed separately from the transfer section (see Figure
25c).144 The IT type is different from FT in the sense that
the charge shifting here is performed collectively for all of the
pixels, while other operations of both types are the same.
4.5.2.4. Frame Interline Transfer and Orthogonal Transfer

Type. The frame interline transfer (FIT) type CCD overcomes
the IT-CCD limitations by adding the storage section to the
IT-type CCD. The charge is transferred to the storage region
at ultrahigh speed during signal processing from the photo-
diode to the vertical shift registers, enabling less smearing than
IT-type CCD devices. Charge shifting along rows and columns
can be accomplished with an orthogonal transfer CCD
(OTCCD) by replacing the channel stops with an actively
timed phase. A schematic of the OT-CCD is shown in Figure
25e.144

4.5.3. CCD Working Mechanism. During the integration or
light exposure process, the photoelectrons are generated and

collected, but not transferred anywhere. The channel stops can
be employed to avoid charge spreading in relative columns.
After the integration process, charge shifting occurs, followed
by their collection in potential wells by applying the electrical
connection, due to which they move toward the serial register.
Hence, each serial register has its own output amplifier, which
receives charges from its adjacent column. All the charges are
shifted, which are then transferred out of the amplifier (see
Figure 26a).144 A serial register can have multiple output
amplifiers to exit charges at high speeds.

After the integration process, these photogenerated charges
are transferred to the output amplifier where they are detected,
and the output voltage is generated (see Figure 26b) according
to the relation: V = Nq/C, wherein V is the generated voltage,
N is the number of electrons, q is the charge on an electron,
and C is the node capacitance. According to this relation, a
single electron can generate about 1−50 μV of the output
voltage based on the value of capacitance. This photogenerated
voltage can be buffered by an external amplifier for the
generation of measurable voltage throughout the resistor as a
part of the CCD camera controller, which can be easily
amplified and converted into digital signals through an analog-
to-digital converter, hence forming a digital image.
4.5.4. Illumination Modes. During the integration process,

there are two illumination modes of the CCD imaging devices.
CCD devices are typically designed to be illuminated directly
on the circuit pattern from the front side of the device. This
mode of illumination is known as “front-illuminated CCD”,
having their light input surface on the front side of the
substrate, where the active elements such as electrodes, gate
oxides, and active films are fabricated, which reflect and absorb
light in an effective manner (see Figure 26c).144 However, the
quantum efficiency of the device is limited to 40% in the visible
range and is not sensitive in the UV range.

Back-illuminated CCDs are designed to improve the device’s
efficiency by overcoming the limitations of front-illuminated
CCDs. In a back-illuminated CCD, light falls on a device from

Figure 26. CCD working and illumination modes: (a) CCD clocking, (b) CCD voltage generation, (c) front illuminated CCD, and (d) back
illuminated CCD. (a-d) adapted with permission from ref 144. Copyright 2014 Elsevier.
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the backside, where there is no interaction with active
elements, such as electrodes, active layers, and metal wiring.145

Hence, a wide spectral range and high efficiency, along with
high sensitivity and low noise, can be obtained (see Figure
26d).144 Moreover, these CCD designs are sensitive to not
only the UV region but also the near IR, X-rays, and electron
beams.
4.5.5. Applications. The use of CCD devices in industrial

and scientific applications is continuously increasing. Acting as
photodiodes, CCDs capture light photons to employ them for
detection applications and to form a digital image, hence
enabling their efficient applications in the medical, physics,
materials science, chemistry, and astronomy fields as photo-
detectors and imaging cameras. As image sensing devices,
CCDs offer a range of attractive approaches, including cyclic
voltammetry, for efficient applications, where the device
sensitivity can be improved by multiple charge transfer
accumulation cycles.146 In life sciences applications, CCD
cameras can take contrasted cell images, which helps them
collect images of biomolecules with fluorophore doping. This
technology has evolved in X-ray tomography systems to take
tissue and bone images for analysis. Figure 27a shows the
microscope CCD image of lung cells with contrast imaging
methods.147 Moreover, these features of the CCD camera also
offer high-speed imaging up to the range of 0.1 to 20 MHz in
modern microscopes. Furthermore, since 1970, CCD has
found applications in astronomical instruments, where all
celestial bodies that reflect light, whether stars, planets, or
galaxies can be imaged using this method.148

The CCD camera is much more efficient than photo-
multiplier tubes, owing to its features of fast imaging, high
resolution, and multichannel detection ability, due to which it
finds applications in electrochemiluminescence (ECL) imaging
and analysis. Ding et al. studied the contrast luminescence area
for living cell adhesion on the electrode surface using an
electron multiplying CCD camera, where the Ru(bpy)3-2 and
N-(2-hydroxyethyl) piperazine-N′-2-ethanesulfonic acid
(HEPES) reaction generates ECL by applying voltage, which
was modified by the silica nanochannel membrane, as shown in
Figure 27b.149 Furthermore, the visualization of living cells on
the electrode surface and plasma membrane was investigated
by Zhang et al., based on ECL microscopy in which the CEA
cell was visualized at very low concentrations of about 1 pg,
which finds applications in cancer diagnosis, to observe the
experimental membrane in detail, schematically presented in
Figure 27c.150 CCD devices are also used in signal detection to
produce the resulting digital images. A prostate-specific antigen
biomarker was reported by Cao et al., with a detection limit of
31 pg/mL.151 Moreover, Yu et al. also reported a near-IR field
range immunosensor to label proteins with a methionine linker
with high sensitivity and a detection range of 1 fg/mL.152

These studies show that CCD devices also find applications in
protein characterization at the single-cell level.

4.6. Neural Network Image Sensing. The human ability
to perceive shapes is extremely powerful and evolutionarily
beneficial. Our capability to distinguish sights, sounds, and
objects and classify them on the basis of their various features
is essential for functioning in our world. Still, our capability for

Figure 27. (a) Epithelial lung cell microscopy by a CCD camera. Reproduced with permission from ref 147. Copyright 2023 Photonics
Media. Electron multiplying CCD camera applications in (b) cell matrix adhesion Reproduced with permission from ref 149. Copyright
2019 John Wiley and Sons, Inc. (c) CEA cell observation. Reproduced with permission from ref 150. Copyright 2019 American Chemical
Society.
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categorization has limits: speed, noise, intensity, and clutter are
all elements that alter our ability to distinguish shapes.
Scientists have established a computational perspective for
pattern recognition. In a few cases, researchers have also
attempted to mock human categorization systems. Neural
networks are referred to as a type of computer algorithm
generally termed “artificial intelligence. They received a major
popularity wave just in the past decade, when competitive
models were finally implemented following technological
improvements. The ability to teach machine skills similar to
those of the human brain has been shown to be beneficial in a
wide range of applications, ranging from image recognition to
patient diagnosis. As a result, the artificial neural network is not
limited to human-like abilities such as speech or image
recognition but can also be used to learn disease diagnostics by
learning massive amounts of data. Such systems have been
established to achieve human or even superhuman attainments
in various fields like image recognition, face authentication, the
generation of human-like features for cinematic special effects,
self-driving cars, automatic translation, speech recognition,
medical diagnosis, game playing, and many other activities that

have for a long time been considered exclusive to
humans.153−157

Basically, there are two types of artificial neural networks: a
feed-forward network, which can be single or multilayer
perceptions or a recurrent network, consisting of: (i) input
layers, (ii) hidden layers, and (iii) output layers. From the
input to the output, the computation is accomplished layer by
layer. For recurrent networks, signals possess the capability to
move in loops forward and backward in the network.155 Neural
networks are modeled nearly after the human brain and its
capability to distinguish patterns. In association with the
notions of the nervous system for humans, the sections of the
neural network take on the similar label of the neuron with a
synapse, as shown in Figure 28a.154

As in the brain, neurons process and transmit information to
the next neuron via a synapse. The synapse in the brain is
basically a complicated connection in which a single neuron is
linked to thousands of other neurons that commonly transfer
signals to other neurons.155 An artificial neuron can be
considered an operating system that combines the weighted
inputs collectively and, by using an activation function,
produces an output as shown in Figure 28b.155,156 A neural

Figure 28. Biological neurons in contrast to artificial neurons. (a) Neurons with synapses in the brain. Reproduced with permission from ref
154. Copyright 2009 IntechOpen, UK. (b) Elementary model of a neural network. Reproduced with permission from ref 155. Copyright
2022 IntechOpen, UK.

Figure 29. (a) Fully connected multilayer neural network. Reproduced with permission from ref 159. Copyright 2012 Walter de Gruyter
GmbH and Co. (b) CNN-based model for activity detection and recognition. Reproduced with permission from ref 162. Copyright 2020
Elsevier.
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network is composed of artificial neurons. These neurons are
generally arranged into layers. In a fully connected feed-
forward multilayer network, every output layer of neurons is
transferred as input to each neuron of the following layer.
Therefore, just a few layers process the original input data,
whereas the processed data is received from other associated
neurons. Every single neuron has a number of weights
equivalent to the number of neurons in the previous layer.157

A multilayer network consists of three types of layers, which
include an input layer, one or more hidden layers, and an
output layer. The input layer normally transfers data without
modification. The computation takes place inside the hidden
layers, whereas the function of the output layer is to convert
the hidden layer computations to an output, for instance, a
categorization. A feed-forward network with multilayers can
function as a universal approximator at least through one
hidden layer, such that it is feasibly built to compute nearly
every function.158 A fully connected multilayered neural
network is shown in Figure 29a.159

A significant, but computer-intensive aspect of neural
networks is their learning capacity. In order to make a neural
network more accurate, it can be improved and trained by
learning algorithms. The learning or training algorithms
include training models that can work out challenging
difficulties once the regular computer algorithms are
insufficient. These training neural networks are expressed in
two stages: initially the training period and later the
recollection phase.159 The training phase is just about weight
change, and then the recollection phase is when the network is
established and reaches stability with weights closest to the
best possible rules the algorithm is skilled to achieve. The
distinctiveness of neural networks is that they start working
with absolutely no knowledge of their ascribed task and
steadily learn the rules through many trials and errors. A
computer programmer does not need to identify every case
and solution that the machine may encounter; they simply
need to lay the right foundation for the algorithm to progress
and complete the given task.160

Today, the technology of automatic image detection is
extensively used, wherein skin cancer can be reliably diagnosed
by these computer programs, which are used in self-driving
cars for navigation or to control robots. So far, everything has
been established for the assessment of image information taken
through regular cameras, which is inefficient. In particular,
while the recorded number of images per second is very high, it
becomes hard to handle the generation of large volumes of
data. In the past few years, neural networks have seen various
applications in the field of automatic image recognition, mainly
owing to their functioning being equal, if not greater, than that
of humans. Still, in addition to great success and attainments,
they also faced numerous challenges.161

For challenges of image detection and identification, deep
learning has been extensively employed to resolve difficulties of
different types such as face identification,163,164 speech
identification,165,166 traffic signs,167 observation and recog-
nition of pedestrians,14 and the detection of several objects.168

RBM and SAEs have been used in the biomedical field to solve
problems with abnormality identification and categorization in
electrocardiogram (ECG),169,170 electro-ocular-gram
(EOG),171,172 electroencephalogram (EEG),173 and electro-
myogram (EMG).174 A convolutional neural network (CNN),
a technique based on deep learning, is commonly used for
image classification, and is a special case of a neural

network.175 In our brain, neurons are arranged into layers
and connected to other layers of neurons. The manner in
which these neurons are linked depends on the structure of
each layer, and there is a specific function for each layer, such
as a convolutional layer, a pooling layer, or a flattening layer. In
the same way, a CNN is assembled and functions. A CNN-
based model for activity detection is shown in Figure 29b.162

For image handling, it is normal to use several convolutional
layers. The first layer in an image processing network, known
as the input layer, gets the pixel values from an image as an
input, and the last layer (the output layer), which delivers the
result for the required task, for example, if the task is to
categorize an image into one of ten different classes, the output
layer contains a vector of length 10 with the probability of the
image being classified into each class. The layers between the
input and the output layers are termed as hidden layers, and a
CNN consisting of hidden layers is called a Deep CNN.176

Convolutional neural networks collect input images, which
are convoluted using kernels or filters to obtain characteristics.
To convolve a N × N image, a f × f filter is used, and this
process of image convolution acquires the exact features of the
whole image.177 The window moves subsequently after every
process, and the characters are acquired by means of feature
maps. These maps take the localized receptive field of the
image and run it by the allocated weights and biases.178−183

Basically, CNN defines a function from an input (images to an
output) and probability for a certain number of classes, and the
attributes of this function can be trained using a large
collection of identified images known as the ImageNet data set.

Alex Krizhevsky presented the construction of a CNN for
image classification,180 and his work known as AlexNet is
widely regarded as a major breakthrough for CNN, with the
large-scale visual recognition challenge (ILSVRC) in ImageNet
being one of the reasons.184 After AlexNet, many more
architectures were proposed for image classification, including
ZFNet177 and VGG16.185 These types of networks have been
used as an essential elements in architectures designed for
object detection. Recently, at TU Wien Vienna,186 an ultrafast
image sensor with an integrated neural network that can be
used to identify specific items was built. Scientists working at
TU Wien consequently carried out a special process by
working with a specific 2D material and constructing an image
sensor that could be used to identify individual items. This
chip serves as an artificial neural network with a training
capability. The information does not require it to be displayed
and evaluated at a computer. However, the chip delivers data
by itself regarding whatever it is by quickly detecting it within
nanoseconds. A neuron network is digitally modeled, and the
intensity of one network node changes another, and so on,
until the network displays the required behavior. In general,
image information is read pixel by pixel and then evaluated by
the computer. The neural network is directly integrated
through its AI into the hardware of such an image sensor,
which results in much faster object identification.186 The chip
is manufactured and developed at TU Wien. It is constructed
on photodetectors formed with tungsten diselenide, a very fine
material comprising just three layers of atoms. The separate
photodetector, the pixel in the camera system, connects to a
limited number of output components that can support the
outcome of item identification. Furthermore, the signal
collected by a specific detector alters the output signal,
which can be accomplished simply by adjusting the local
electric field in the direction of the photodetector. With the
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support of a computer program, this variation is accomplished
externally. Sensors can be used to record various letters and,
step by step, change the sensitivity of the individual pixels until
a specific letter leads precisely to a matching output signal.
This is exactly the way a neural network within the chip is
designed by creating certain powerful or weaker links in the
network. After this learning procedure is finished, the
computer is no longer required and the neural network is
able to function itself. In the event that a specific signal is put
forward to the sensor, it produces the skilled output signal in a
period of 50 ns. In general, the chip can also be prepared to
distinguish apples from bananas. This chip has many uses in
scientific experiments or for more specific purposes. This
technology could be conveniently employed when a very high
speed is essential. For example, it can be used for particle
detection and other research fields where short events are
probed.126,187

5. PERSPECTIVE AND CHALLENGES
Image sensing devices are used in a variety of scientific and
commercial applications. However, they face some major
challenges that need to be addressed to improve the device
efficiency. This technology has become a reflection of the
changes that occurred during the Cambrian era in our daily
lives due to the ability of mobile devices to quickly process,
copy, and save several images and huge amounts of imaging
data without affecting the performance of memories that act
like the brain. The size of image sensing technology continued
to advance due to the advent of new image sensors, with more
than 100 million pixels reported in 2019. The growth of the
black box camera market is in the process of development for
automobiles, in addition to the current mobile applications.
Additionally, the COVID-19 epidemic, which heralded in the

“contact-free” era, has expedited diversification and given a
boost to the electronic device industry. Though the pandemic
will eventually come to an end, the tendency will persist. As
new technologies are introduced, image sensors with excep-
tional qualities in terms of good resolution, increased
sensitivity, high efficiency, low noise, and vibrant colors are
constantly being launched. New sorts of structures with
improved sensitivity and specificity are being used. Tremen-
dous research has been conducted to produce high-perform-
ance image sensing. The development of nanostructured
materials for image sensing has increased the sensitivity,
responsiveness, and detectivity of image sensors. The
continuous development of 0D, 1D, 2D, and 3D materials
greatly improved the image sensors’ physicochemical proper-
ties and associated characteristics. However, the selectivity and
reliability of nanostructured-based image sensors need
attention, and they can be further improved by the use of
functionalities and fabrication processes. Numerous methods
for the fabrication of nanostructured materials have been
developed recently. In vivo imaging sensors that can be
permanently injected into living systems to perform in vivo
analyses are a major domain that is still in its early stages of

development. These nanosensors may be able to sense,
transmit, and capture in vivo data and transfer it into external
systems, resulting in real-time image sensing of drug response,
toxicity, and environmental effects.

Presently, curved image sensors face a lack of fabrication
techniques for highly curved devices with high resolution.
Many printing technologies have been introduced that require
printing on a planar surface and then folding or molding it to
the curved shape of the device. Furthermore, the conversion of
2D devices to 3D has been proposed, but these strategies offer
low pixel density and large pixel dimensions, which are limited
by the device’s folding and stretching. The field of view and
volume of the imaging system are also a great challenge for
high-quality curved imaging devices, which require a high lens
curvature and ultimately result in a total increase in volume. In
the case of CCD, the major drawback is the shrinking of pixels,
which must be addressed for efficient scientific and industrial
imaging applications with a large dynamic range. Hence, a very
large area of CCDs is required, which will continue to grow.
Miniaturized portable devices with easy manipulation software
and cost-effective instrumentation methodologies are one of
the other challenges for next-generation CCD devices.
Therefore, the ideal technologies are needed to demonstrate
some comparable performance to that of the existing
commercially available devices.

In the case of QD image sensors, they bring about many
advances in thermal infrared image sensing. However, there are
many significant challenges in application such as the toxicity
of QDs. QDs are active in the infrared region and also contain
toxic heavy metals, such as lead, cadmium, and mercury, which
have a direct impact on the environment and health.
Therefore, the aim of future research is to achieve QDs, or
low-dimensional, nontoxic, heavy metal-free QDs, such as
graphene QDs, carbon nanotubes, and carbon QDs.
Consequently, these materials have low absorption, a short
cycle life, and rapid performance degradation.188 Despite
considerable research efforts, reducing noise for real-time
operation and improving the integration between QDs and the
circuit ROIC wafer are the challenges that still need further
research to bring QD-IRISDs out of the laboratory for
commercialization.

It is also important to consider the negative aspects of in
vivo image sensors, where the main issue is the long-term
adverse effects of nanostructured materials remaining in the
body. The toxicity is influenced by the nanomaterial’s chemical
(particle charge), physical (particle size), and biocompatibility
(material) features. The goal is to create biocompatible
particles that cause cytotoxicity only at extremely high doses.
It is therefore critical that the toxic effects of nanostructured
materials be minimized by using appropriate materials for their
synthesis. With the advent of new classes of intelligent
nanostructured materials with distinctive and controllable
features, it is anticipated that more and more effective and
focused nanoimage sensors will appear. It could be possible to
design sensors that can detect extremely low analyte
concentrations for minimally invasive studies for a broad
range of applications. Additionally, it is predicted that the price
of individual sensors will drop dramatically and, in the end,
consumers will find them easier to use. In the future,
innovation in image sensors may improve vision, infrared
imaging, and optoelectronics, and these advancements in
image sensing technology will considerably improve people’s
daily lives and certainly have a positive impact on a number of

the COVID-19 epidemic, which her-
alded in the “contact-free” era, has
expedited diversification and given a
boost to the electronic device industry
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industries, including manufacturing, healthcare, clinical proce-
dures, nature conservation, the military, homeland protection,
the network, and communications. Moreover, scientists are

working on innovative fabrication strategies to tune the
intrinsic properties of active materials at the nanoscale regime,
which are supposed to eliminate the defect density and allow
the maximum efficiency of the device with fast responsiveness.
The miniaturization of sensors to maintain their sensitivity and
selectivity is also a major challenge that can be addressed by
employing environmentally friendly, inexpensive, and sustain-
able substrates with high adaptation ability that allow for large-
scale production with easy printing ability. Moreover, the
stability of the image sensors for long-term use in system
monitoring at the nanoscale needs to be addressed. The
research is still going on to incorporate innovative concepts
and designs for the development of nanostructured image
sensors that can be practically implemented to improve image
sensing, which will allow the next generation of sensing devices
to be a part of the Internet of things revolution with high
satisfaction and comfort.
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